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| Salute to Authors

Institute for Al Industry Research (AIR), Tsinghua University, focuses on research

- geared towards the internationalization, intelligentization, and industrialization of the
T AIE fourth technological revolution. Our mission is to fuel the industrial upgrade and propel
" social advance with Al technologies. With university-enterprise as double engines for

. Y N innovation, we aim to make breakthroughs in core Al technologies, develop future
l’f f % 7 Baerm ARl industry-leaders, and achieve leapfrog progress with the industry. AIR was founded in
mstitute for Al Incustry Rescarch, Tsinghua University 2020 by professor Zhang Ya-Qin, a world-renowned scientist and entrepreneur in the

fields of multimedia and artificial intelligence.

Yuanchun Li Yunxin Liu
Institute for Al Industry Research (AIR), Institute for Al Industry Research (AIR),
Tsinghua University Tsinghua University

An Assistant Researcher at Institute for
Al Industry Research (AIR)

A Guogiang Professor at Institute for Al
Industry Research (AIR), Tsinghua

o , -y University
Interests: Edge Systems/Applications with
Al, EdgeLLM (large language models at the V,, Interests: Mobile computing and edge
edge), and MobileAgent (intelligent computing, including power management,
personal agents on mobile devices) security and privacy, sensing, and
powered by EdgelLLM intelligent edge/mobile systems
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| Al is Transforming the World, with Cloud + Edge « Background & Motivation

Cloud Al Edge Al
Multi-domain, multi-task, general-purpose Domain-specific, real-time, privacy-
services sensitive applications

} Google

N
Pathways

. chatPT $OpenAl

.....

= " OQOMeta

Im;geBwind

Intellignt Manufacturing Intelligent Robot
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| Environment Diversity is a Main Challenge in Edge Al * Background & Motivation

i Latency of ResNet50 on Different Devices (ms) )
= Device diversity is a main challenge. 400
a) hardware diversity 200
b) Intra-device diversity (backend number, = I .
software version, temperature) " Devicel Device2 Device3 Device 4

c) data distribution diversity

Latency of ResNet50 in Different Environments (ms)
150
100

= DNNs are expected to meet certain

constant latency requirements. 0

Normal Backend 1 Backend 2 CUDA Batch Size
Changed Changed

Challenge: Generate Models for Diverse Edge Environments
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| Conventional: Pre-deployment Model Generation » Background & Motivation

= Most popular techniques: Neural Architecture Search Cloud Collocs cota Edge
(NAS), Model Pruning, etc.

Ko — T
= Limitations: / :

Variant 1 Device
1. Requires collecting privacy information about 8@0 — X0 —
computational resources, runtime conditions, data Model Variant 2 , Device 2
diStribUtion, etc. Customize %%o —l—b: e« |
- Deploy ==
2. High maintenance cost. Less practical in many Variant N " Device N

edge/mobile scenarios where the model execution

~
J

environments may be very diverse and dynamic. S predicted accuracy o 1 real acouracy
B~ 80 | > 82
3. Modeling the edge environment may be E o Sl
difficult. 2 ro| sorpamnia | 8 )%
. . & & 25 s 75 10 & o 25 50 75 100
« The cloud-based model generation relies on _ subnet _ ——
. =< _ < _
accuracy and latency predictor. s a =0.005 Y a=01
« The unified accuracy predictor may not perform & mhmmm - E::: um ﬂlllﬂﬂlllllumun
well for edge devices with data distribution shifts. L R O R T 5'0/
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| Solution: Post-deployment Neural Architecture Adaptation - Background & Motivation

Benefits: Cloud i Edge
= Directly evaluate the given DNN without 8@0 i Iﬁl <
. . . . Model :
accuracy predictor, which is more precise. £ 3 Device | subnet
asticize —
O
= A plug-and-play process, reduces the g@o —’D : == 8552820
evice ubnet
com ' : uperne
putation overhead of the cloud Supernet \ —
. Dep/o \ . 8@@0

= Protect user privacy. ' Device N Adapf Subnet N

Related work in mobile community: on-device model scaling

LegoDNN (MobiCom’21) = Limited model space

NestDNN (MobiCom’18) , , ,
= Still relying on performance predictors
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| Challenges » Challenges

. Model trained on the cloud
Generating the model search space for edge

L L3 ° ° t .
devices is difficult. r_al: @O

= The search space should be large and flexible enough.

= Should contain high-quality candidate models for edge deploy §
devices. Edge & mobile Devices
B K o
: : =
The model search process can be time-consuming W - —
at the edge. o™"e

= Limited computing resources and tight deadline of KF>o0 @o @O
model initialization. o=l B
= The edge environment is dynamic. \- DE
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| AdaptiveNet: System Design « Overview

Model search space Generating

l

Cloud Pretraininggsisted Model Elastification

o{HHIo _, %anul:aErlty-a“{are — ;)lstlllatlor%-bgs.ed — O
Pretrained Model raph txpansion upernet Training OO0
Elasticized Supernet

Edge Edge-friendly Subnet Search _
.0. Block-wise Profiling Tree-based Feature Cache /
L Y R T
OO Model-guided Subnets Reused-based — Monitor
Elasticized Supernet Search Strategy "| Subnet Evaluation l Edge Serving Model

1 Feedback

Dynamic Update

I

Model search
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| Cloud Stage: Graph Expansion

1. Given an arbitrary pre-trained DNN,
AdapativeNet discovers the repeating basic
blocks (B,!9~B,9) in the DNN.

2. AdapativeNet converts the given pre-trained
DNN into a supernet by adding merged blocks
(B:", B;?) and pruned blocks (B;"). The
supernet encompasses a large search space of
subnets.

Block Partitioning Strategy:

 Methods

1. Limit the block parameter size.
2. The blocks should not span fusion layers.
3. Each basic block should be single-input

and single-output.

Merged Blocks

K

@)
Bi

©_p@ B
By ~Bi;

1
e B |-..

i

=}
Bf'+'|

"3l o) _p0
_ABHaNBn

Pruned Blocks
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| Cloud Stage: Distillation-based Training « Methods

Supernet

Input*™g®..g@® L :
0 i—1 rﬁ i+4 n
; Si+3:

g© _g©

T. VE
0 >| g(® 4415 (0) (0) Jd n(0) (0)
Input™ B((JO)”B-O)1 o BE ! Biin B AN Bis[ z:l Bi 4~Bn

loss; 4 loss;, 3

Pre — trained model

Branch distillation phase:
= Adopt feature-based knowledge distillation (Pre-trained model as the teacher).

= |n each iteration, randomly sample a subnet from the supernet and use the pre-trained
model as the teacher model to train the new branches in the subnet.
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| Cloud Stage: Distillation-based Training « Methods

Supernet

Label

\4

82,8 | output

Further tuning phase:
= Further train the supernet using labelled data.

= |n each iteration, randomly sample a subnet and forward a batch of samples, compute
the Cross-Entropy loss and update the parameters of the new branches.
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| Edge Stage: Overview » Methods

Edge Stage
Is to obtain the optimal architecture adaptively in the target environment by searching the

subnet space.

Sampled subnets Latency—Accuracy Profiling
. 701 3 Optimal
Supernet R RS
. gzgx&o Pl AL LT subnet
L A S Ly I
B .| £RETS Mo, &
| SRIED o —>| Evaluator |—>g§%| %e¢Hite 0. —>
Strategy wi S T A
§204 ey R o
10 .’" .
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Latency / ms

Challenge: Using a normal search method as in NAS can cost more than 10 hours on edge
devices. Most of the searching time is spent on evaluating the subnets.
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| Edge Stage: Search Strategy « Methods

An example of Genetic Algorithm (GA) - based search strategy:

1. Build Latency Table T = {t’l} (t/ is the latency of B’). Thus, the latency of a chosen subnet is
the sum of all its blocks.

2. Generate the initial candidate subnets by randomly sampling a group of subnets whose
latencies are near the latency budget.

3. In each iteration, mutate subnets by replacing branches. (Make sure the mutated subnets
are also near the latency budget).
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| Edge Stage: Evaluator

= |n each iteration, it is usually needed to evaluate
hundreds of candidate subnets with the edge
data to find the most accurate ones.

= The candidate subnets usually share common
prefix substructures, so it is possible to reuse
common intermediate features across subnets.

m |ntroduce a tree-based feature cache to
schedule the evaluation (Right Figure).

Fy
A
root x>O
PR/
: A

parent O!D—B

F; /yl\

 Methods

MF%
. A

\4 F3 y;

leaf O‘I:H:I’/ﬂ\o O-EI—D‘I]—D-D-O O-D/D\El-o

Tree-based Feature Cache
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| Edge Stage: Dynamic Model Update

m After searching, the subnets achieving the
highest accuracy at different levels of
latency are saved.

= AdaptiveNet dynamically pages in and
pages out alternative blocks when the
environment changes.

77.0 1

76.5 1

Accuracy (%)

75.0 1

74.5 1

 Methods

76.0 1

75.5 1

1
L}
1
I
1
|
GPU usage incfeased
1
s
1 1
I f
GPU usage degreases :
] I

---- Accuracy

—— Latency

0.22
-0.21

-0.20

&
=
(o)

&
=
(0]

Latency (s)

o
=
~J

-0.16

0 20 40

60

0.15

16
© 2024 Sun Hao




| Review

Cloud

o-0-I-1o _,

Pretrained Model

Elasticized Supernet

e Overview

Model search space Generating

Pretrainingpsisted Model Elastification

Granularity-aware
Graph Expansion

Distillation-based
Supernet Training

Edge-friendly Subnet Search

Block-wise Profiling

Tree-based Feature Cache

11

!
Model-guided Subnets
Search Strategy >
X Feedback

Reused-based
Subnet Evaluation

|

=)

l

Elasticized Supernet

e —
Edge Data

N

Edge Serving Model

Real-time
Monitor

Dynamic Update

I

Model search
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| Evaluation: Experimental Setup « Evaluation

Image classification MobileNetV2, ResNet ImageNet2012
Object detection EfficientDet COCO02017
Semantic segmentation FPN CamVid

Edge Devices

=  Android Smartphone (Xiaomi 12) with Snapdragon 8 Gen 1 CPU and 8 GB memory

= Jetson Nano with 4 GB memory
= Edge server with NVIDIA 3090 Ti with 24 GPU memory

Baselines

= LegoDNN [1]: a pruning based, block-grained technique for model scaling.
= Slimmable Networks [2], FlexDNN [3], SkipNet [4]: dynamic neural networks with flexible widths,
depths, and layers.

[1] Han et al. LegoDNN: Block-Grained Scaling of Deep Neural Networks for Mobile Vision. (MobiCom 2021)

[2] Yu et al. Slimmable Neural Networks. (ICLR 2019)

[3] Fang et al. FlexDNN: Input-Adaptive On-Device Deep Learning for Efficient Mobile Vision. (SEC 2020). 18

[4] Wang et al. SkipNet: Learning Dynamic Routing in Convolutional Networks. (ECCV 2019). © 2024 Sun Hao



| Evaluation: Model Scaling « Evaluation

—— AdaptiveNet —+— LegoDNN --=- Slimmable Networks = SkipNet --=- FlexDNN
= AdaptiveNet achieves higher accuracy . S o |
than baseline approaches at almost - /o
every latency budget. T [ | ° .
* * Late?uiy (ms)35 * : j-I?atencyl(zms) 14 o 20 Lai?éznscy (mos')30 %
(a) MobileNetV2 on Jetson Nano (b) MobileNetV2 on smart phone (c) MobileNetV2 on 3090Ti GPU
m |ncreases accuracy by 10.44% and = o
28.03% on average compared to LT ) ! The higher,
. i N e the better
LegoDNN with 90% and 70% latency p =
bUdget respectlvely. 40 50 ?_(;tenzt;(més‘()) 90 100 40 50 Liqcenc;?ms) 80 90 04 OISLatenS;(ms)Dj 0.8
(d) ResNet50 on Jetson Nano (e) ResNet50 on smart phone (f) ResNet50 on 3090Ti GPU
= AdaptiveNet outperforms the baseline  ;~ = z..
models more at a lower latency budget :* N A
thanks to the merging blocks. £ ’
100 ingncy (1:\(;) 160 100 120 1L2c3cen<l:§0(ms]580 200 e 0.8 Latencly.o(ms) 1.2
(g) ResNetl101 on Jetson Nano (h) ResNet101 on smart phone (i) ResNet101 on 3090Ti GPU
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| Evaluation: Model Scaling

Quality of models generated for detection and segmentation tasks

o AdaptiveNet subnets

x  LegoDNN subnets

Latency (ms)
(a) Semantic Segmentation

26 28 30 32 34 36 38

o
»

mAP@0.5
o o
N w

°
[

25.0 27.5 30.0 325 350 37.5
Latency (ms)

(b) Object Detection

T The higher,
the better

Comparison of search efficiency between different methods

Average accuracy (%)

78.5
—— AdaptiveNet-100
—— AdaptiveNet-200
78.0 —— EA-100
—— EA-200
SA-100
77.51 —— SA-200
0 2000 4000

Subnet number

(a) Optimal accuracy achieved with

different num of subnets

~
o9
w

~
2
o

—— AdaptiveNet

Accuracy (%)
~
~
s

—
77.0 — EA
—— Random
0 500 1000 1500

Overhead (s)

different search time

(b) Optimal accuracy achieved with

1 The higher,
the better

e Evaluation

Training efficiency of on-cloud elastification

80
end of distillation __ ____oowomn- 71.27_
- ¥| camm i el 63:43 il
£ 60 o Tl 64.12
r 4
g |/
— I
3401 1 .
g |4 T The higher,
2 T the better
Qigad || & | ] 00| @ |sess Distillation
o 20 _
a —= Naive
=== Qurs
0

0 10 20

30 40 50 60

Epoch

Speed of evaluating a group of subnets

B With feature cache

B Without feature cache

175
150

Evaluation time (min)

50 100 200
Subnet number

(a) 2080Ti

36.2%
80
60
. — | The lower,
the better
31.8%
20
50 100 200

Subnet number
(b) Jetson Nano
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| Summary

Topic

Generate models for diverse and dynamic edge environments.

h

Key Idea

Post-deployment on-device neural architecture adaptation.

D

Challenges
1. Generating the search space of model architectures is non-trivial.

2. The model performance evaluation process is time-consuming.

v
Techniques
On-cloud model Model-guided Reuse-based
elastification method Search Strategy Model Evaluation

21
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